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ABSTRACT
The performance of Radio Frequency (RF) Fingerprinting (RFF)

techniques is negatively impacted when the training data is not

temporally close to the testing data. This can limit the practical

implementation of physical-layer authentication solutions. To cir-

cumvent this problem, current solutions involve collecting training

and testing datasets at close time intervals—this being detrimental

to the real-life deployment of any physical-layer authentication

solution. We refer to this issue as the Day-After-Tomorrow (DAT)

effect, being widely attributed to the temporal variability of the

wireless channel, which masks the physical-layer features of the

transmitter, thus impairing the fingerprinting process.

In this work, we investigate the DAT effect shedding light on

its root causes. Our results refute previous knowledge by demon-

strating that the DAT effect is not solely caused by the variability

of the wireless channel. Instead, we prove that it is also due to the

power cycling of the radios, i.e., the turning off and on of the radios

between the collection of training and testing data. We show that

state-of-the-art RFF solutions double their performance when the

devices under test are not power cycled, i.e., the accuracy increases

from about 0.5 to about 1 in a controlled scenario. Finally, we show

how to mitigate the DAT effect in real-world scenarios, through

pre-processing of the I-Q samples. Our experimental results show

a significant improvement in accuracy, from approximately 0.45 to

0.85. Additionally, we reduce the variance of the results, making

the overall performance more reliable.
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1 INTRODUCTION
Radio Frequency Fingerprinting (RFF) techniques have attracted the

attention of researchers working in the wireless security domain, as

a way of authenticating wireless transmitters by identifying unique

patterns from received signals [34]. Indeed, RFF promises an ef-

fective and efficient way to authenticate the transmitting source

without involving any crypto technique, thus being particularly

suitable for scenarios where devices are characterized by strict

battery constraints and high exposure to spoofing attacks. The

transmitter does not require any additional computation or trans-

mission, while the authentication process is completely offloaded

to the receiver side, i.e., the receiver matches a pre-trained model

of known transmitters to patterns extracted from the received sig-

nals, thus being able to authenticate the source. Such patterns are

indeed unique, being the side-effect of unwanted and unpredictable

phenomena such as manufacturing inaccuracies during the produc-

tion process at the sub-millimetre level and electronic components’

impurities. Such (small) differences eventually affect radio signals,

which are detectable by receivers that combine Software-Defined

Radio (SDR) capabilities with advanced Artificial Intelligence (AI)

tools, such as the ones based on Machine Learning (ML) and Deep

Learning (DL) [16]. At the time of this writing, extensive research

is available on RFF. Some of the contributions focused on wireless

communication technologies such as LTE [1], WiFi [17], Zigbee [5],

Bluetooth [4], LoRa [31], and ADS-B [18], to name a few. Other

works investigated the suitability of several AI-based techniques

for addressing the RFF problem, either re-adapting well-known

neural networks or casting ad-hoc solutions tailored to the spe-

cific technologies and data [35], [39], [12]. At the same time, a

few works highlighted reliability issues pointing out phenomena

that prevent the real-life deployment of such techniques. These

works include the challenges of carrying out reliable training [14],

use of multiple customized signal processing techniques by the

devices under test [6], nonlinear characteristics of the power am-

plifiers making the fingerprint unpredictably dependent on the

transmission power [19], interplay with heat dissipation, opera-

tions in different temperature conditions [25], aging of the devices

and, last but not least, variable channel conditions [3]. In this con-

text, some recent authoritative scientific contributions, such as [3]

and [14], found that training RFF models on one day and testing on

another day produces very poor performance, with a drop in the
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achieved classification accuracy of about 0.5. In this paper, we refer

to such a phenomenon as the Day-After-Tomorrow (DAT) effect.

Note that such studies adopt state-of-the-art classifiers based on

the Convolutional Neural Network (CNN) Resnet-50, re-adapted to

accept raw physical-layer signals (i.e., I-Q samples) as the input

sequence, where the considered input size was either 𝑁 ×1 or 𝑁 ×2,

being 𝑁 the size of the input layer of the CNN. The RFF community

attributes the performance drop mainly to the variability of the

radio channel, thus proposing several techniques to mitigate the

impact of radio channel impairments on classification accuracy.

Contribution. In this paper, we provide several contributions. First,
we reproduce the DAT effect in the same setup of previous works,

while we identify and expose another root cause of the performance

loss behind the DAT effect itself by considering several experiments

in different wired and wireless scenarios. Although our analysis

confirms that channel impairments affect classification accuracy,

we prove that the measurement methodology also has a signifi-

cant impact on performance. Specifically, we show that the radio’s

power cycle, i.e., switching on and off both the transmitter and

the receiver, significantly affects the classification accuracy when

training and testing are performed on datasets collected before and

after the power cycle of the radio itself. We verified our assump-

tions with a wired link between the transmitter and the receiver,

thus excluding all the phenomena associated with radio channel

variability. Subsequently, we consider a wireless link running for

several days and propose a new methodology to mitigate the DAT

effect, exploiting the pre-processing of the I-Q samples. Inspired by

recent results in the area, we refined the technique of converting

the I-Q samples into images, achieving accuracy values that are

(on average) twice better than the ones experienced with raw I-Q

samples, while halving the variability associated with the reported

accuracy. The data used for our analysis are available on request.

Roadmap. The paper is organized as follows. Sect. 2 reviews some

related work on the robustness of RFF, Sect. 3 introduces prelim-

inary concepts, Sect. 4 provides the details of our measurement

campaign, Sect. 5 provides an in-depth analysis of the DAT effect

describing the impact of radio power cycle behind it. We also pro-

pose a pre-processing technique applying to the I-Q samples to

mitigate the DAT effect when the power cycle is strictly required.

Sect. 6 summarizes our findings and limitations and, finally, Sect. 7

concludes the paper and outlines future work.

2 RELATEDWORK
RFF strategies include a set of techniques to identify and authenti-

cate RF devices by using distinctive patterns in emitted signals [16].

Such patterns originate from hardware imperfections in the devices

introduced during the manufacturing processes. In the early stage,

research on RFF focused primarily on developing custom feature

extraction methods using ML and DL techniques, as shown by [29],

[30], [21], [37], and [7], to name a few. Although significant progress

has been achieved in the development of highly accurate methods

for extracting RF features from over-the-air signals, the deployment

of RFF systems in the real world faces many challenges. One major

limitation of RFF systems based on DL algorithms is their sensitivity

to wireless channel variability, which can negatively affect their

performance. This problem has been reported in several studies [3],

where the authors found that training a DL model on data collected

in one day and then testing it on data collected in a different day sig-

nificantly reduces the classification accuracy. In their experiment,

the authors trained three DL models on a dataset of 20 wireless

transmitters collected over several days in different environmental

settings, including a cable, an anechoic chamber, and in the wild.

They showed that the performance of the models was not consistent

on different days, indicating that the models were unable to gen-

eralize well to new environments or conditions. Throughout this

paper, we refer to such phenomenon as the DAT effect, causing a

dataset shift [23]. The findings cited were corroborated by the work

of the authors in [15], who also found that changing the receiver

used to collect RF signals during training can further degrade the

performance of the models. Such findings highlight that the final

captured RF fingerprint is a combination of three distinct factors:

the transmitter’s emitted signal, the channel, and the receiver’s

hardware. The drop in performance when training and testing on

different datasets has also been observed by [14]. The authors ex-

plained such phenomenon as “changes in channel conditions", as

per Fig.4 in [14]. We stress that neither [14] nor [3] provided the

details on the power cycle of the considered devices, making the

comparison with this work impossible. The authors in [9] stud-

ied the sensitivity of RFF systems for LoRa networks in a wide

range of scenarios, including indoor and outdoor environments,

wired and wireless setups, various distances, configurations, hard-

ware receivers, and locations. According to previous research, they

found that testing on different days and using different receivers

can significantly impact the accuracy of the RFF process. Further-

more, they observed that the variability of protocol configuration

and location also has notable effects on the achievable classifica-

tion accuracy. To address the challenges cited, several mitigation

techniques have been proposed in the literature. An approach is to

augment the training data by exposing the fingerprinting process to

a variety of channel conditions and environments, as demonstrated

in [2, 13, 33]. In particular, [32] investigated how carrier frequency

offset (CFO) affects RFF while proposing an ad-hoc classification

algorithm to mitigate the phenomenon. Another approach uses the

idea of injecting unique impairments into the transmitted signal,

such as in [22, 26, 30]. Other methods involve using channel mod-

elling and simulations, as in [36], or using digital signal processing

techniques with specialized filters, as in [27, 28]. However, none of

these works provides an in-depth analysis of the DAT effect; indeed,

they do not consider the impact of the radio power cycle on the RFF

and they do not provide any specific solution that can deal with

a real deployment. In fact, although Radio Frequency (RF) finger-

printing is a promising technique for authenticating RF devices at

the PHY layer, it still faces many limitations and challenges. In this

work, we further advance the analysis of the performance of the

RFF in real-world scenarios by shedding light on the root causes

that affect its performance. Finally, we compare our contribution

with the reference literature as per Table 1 in terms of the adopted

communication technology, receiver radio hardware, adopted neu-

ral network, communication medium, measurement duration, and

finally experienced phenomena.
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Table 1: Comparison with related work.

Reference Comm. Tech. Receiver Radio Tech. Network Comm. Medium Measurement duration Observed phenomena

[14] LoRa USRP B210 Self-designed CNN Wireless Multiple days

Impact of environment and

measurement time

[32] LoRa USRP N210 Self-designed MLP/CNN/LSTM Cable Multiple days Impact of measurement time

[3] WiFi/ADS-B USRP N210 / X310 Self-designed and ResNet50 Wireless Multiple days Impact of measurement time

[2] LoRa USRP N210 Self-designed LSTM/CNN Wireless Few days Impact of measurement time

[27, 28] WiFi/ADS-B USRP X310 Self-designed CNN Wireless Multiple days Impact of channel conditions

[29] IEEE802.11ac USRP B210 Inspired by AlexNet Wireless Same day

Impact of channel conditions and

distance

[30] WiFi USRPX310 Self-designed CNN Wireless Same day Impact of channel conditions

[21] ZigBee Rohde & Schwarz FSW67 Self-designed CNN Wireless Same day Impact of channel conditions

[37] ZigBee USRP N210 Self-designed CNN Wireless Same day Impact of channel conditions

[7] PHY - QPSK USRP N210 / B210 Self-designed CNN Wireless Same day Impact of channel conditions

[32] LoRa USRP N210 Self-Designed CNN Wireless Multiple days Impact of CFO

Our contribution PHY - BPSK USRP X310 ResNet50 Wireless and Cable Multiple days Impact of channel conditions and
power cycle
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Figure 1: Hardware setup: our measurement setup consists
of 1 receiver and 6 transmitters communicating via either a
wireless or a wired link, depending on the scenario.

3 PRELIMINARIES
In this section, we introduce the hardware and software setup

adopted in this work and the required background concepts related

to RF communication and DL for radio fingerprinting.

Hardware Set-up. The hardware considered in this paper in-

cludes seven (7) SDRs USRP X310 [11], featuring the UBX160 daugh-

terboard and the VERT900 antenna [10]. The general setup is de-

picted in Fig. 1, showing that the radios are connected to two laptops

HP EliteBook I7, featuring 32GB of RAM. All the considered scenar-

ios involve radio 1 (on the left side in Fig. 1) as the receiver, while we

consider the other ones as the transmitters (only one active for each

experiment). Depending on the specific scenario, we connected the

transmitter and the receiver via either an RF (wireless) or a wired

link. In the former, we considered a transmitting power of 35mW

and a normalized receiver gain of 1, while when using a wired link

we set the transmission power to 1 mW and the normalized receiver

gain to 0.8, where the normalized receiver gain is defined according

to the logic in the USRP Source block provided by GNURadio (see

software setup below). Finally, for the wired link, we considered a

coaxial cable type RG58A/U. We do note that other work in the RFF

research area might consider a larger number of transmitter radios.

However, our findings confirm their performance, while paving the

way for future research in the area.

Software Setup.We adopted GNURadio v3.8 for the measure-

ments, defining a transmission chain with the following blocks:

• File source. We generated a message including a string of

256 bytes with incremental value, i.e., [0, . . . , 255]. Note that
specifying a valid message is necessary to draw any conclu-

sions on the effectiveness of the TX-RX chain, as well as on

the bit-error rate experienced by the communication link.

• Constellation modulator. We configured the modulator ac-

cording to the Binary Phase Shift Keying (BPSK) modulation.

• UHD: USRP Sink.We set the transmission frequency to 900MHz

(carrier), with a sample rate of 1M samples per second, and

finally, the transmission power of either 35mW or 1mW for

the wireless and the wired link, respectively.

We configured the receiver according to the following chain:

• UHD: USRP Source.We set the receiving frequency at 900MHz

(carrier), with a sample rate of 1M samples per second and a

normalized receiver gain of 1 or 0.8 depending on the adopted

link, being wireless or wired, respectively. Note that when

receiving complex I-Q values, the modified Nyquist theorem

requires that the sample rate at the receiver should be at least

equal (or higher) to the sample rate at the transmitter [8].

This is due to the fact that at each sampling instant, we ac-

quire two samples (I and Q). Note that this is the standard

configuration to receive and demodulate a 1M bandwidth

signal transmitted at the frequency of 900MHz.

• AGC. We included the Adaptive Gain Control block to miti-

gate channel fluctuations.

• Symbol Sync. We included a symbol synchronizer to receive

and decode digital signals based on the maximum likelihood

estimation (mle) criterion.

• Costas Loop. We adopted the Costas loop to mitigate the

phase offset and residual frequency offsets.

• File Sink. The output of the receiving chain is stored inside a

file, for follow-up analysis.

I-Q Samples. Given the carrier frequency 𝑓0, which in our case

is 900 MHz, a digital modulation scheme can be described through

Eq. 1 [20].

𝑥 (𝑡) = 𝐼 cos (2𝜋 𝑓0𝑡) +𝑄 sin (2𝜋 𝑓0𝑡), (1)

where 𝑥 (𝑡) is the transmitted modulated signal, 𝐼 is the in-phase
component, while 𝑄 is the quadrature component. For the specific

modulation scheme considered in this work, that is, BPSK, the
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Figure 2: I-Q samples: solid red lines represent the theoretical
position of the I-Q samples for a BPSK modulation scheme,
i.e., [-1, 0] and [1, 0], while the dispersion of their values
is mainly caused by the transducers’ imperfections—these
samples are coming from a wired measurement—thus repre-
senting the fingerprint of the radio.

quadrature component always has a null value (𝑄 = 0), while the

in-phase component is used to translate the value of the bit 𝑏, that

is, 𝐼 = −1 and 𝑄 = 0 when 𝑏 = 0, and 𝐼 = +1 and 𝑄 = 0 when 𝑏 = 1,

or vice versa, as shown by Eq. 2.

𝑥 (𝑡) =
{
+1 cos (2𝜋 𝑓0𝑡), if b == 1

−1 cos (2𝜋 𝑓0𝑡), if b == 0

= cos (2𝜋 𝑓0𝑡 + 𝜙), (2)

where 𝜙 takes on the value of either 0 or 𝜋 as a function of the

value of the bit. Since 𝐼 and 𝑄 constitute an alternative way of

representing the magnitude and phase of the modulated signal 𝑥 (𝑡),
it is natural to consider the components 𝐼 and 𝑄 as the real and

imaginary parts of a complex number, respectively. In particular,

for the BPSK, there is no imaginary part (𝑄 = 0), while we only

consider the real component, that is, 𝐼 = ±1. Given a sequence

of bits, the transmitter implements Eq. 2 to translate bits into I-Q

samples, while the receiver takes on the challenge of reversing

each IQ sample to the original value of the bit. As a toy example,

we consider Fig. 2, which represents a sequence of I-Q samples

over time. The measurement consists of 8000 I-Q samples (black

dots) collected by using a wired link between the transmitter and

the receiver, while the red lines and the associated red dots (at the

end of the lines) represent the theoretical (ideal) position of the

I-Q samples, that is, [1, 0] and [-1, 0]. Due to radio imperfections,

the I-Q samples spread over the I-Q plane with a specific pattern

peculiar to the adopted combination of transmitter and receiver

radios. Finally, we report the projection of the I-Q samples at the

bottom of the figure to provide a more concrete representation of

the actual spreading of the I-Q samples, i.e. the radio fingerprint.
Deep Learning. We denote radio fingerprinting as the task of

identifying unique features at the physical-layer (I-Q samples) that

can be used to discriminate a radio transmitter. A radio fingerprint

is a unique pattern in the I-Q samples, like the one depicted in

Fig. 2. Many researchers have taken on the challenge of identify-

ing a robust fingerprint and developing a methodology to use it

efficiently and effectively. State-of-the-art solutions involve a two-

stage process: (i) training a neural network model with chunks of

I-Q samples, and (ii) testing a sequence (of I-Q samples) from the

wild to identify the actual transmitter. Among the several neural

networks proposed in the literature, the family of Residual Neural

Networks (RNN) emerged as a good trade-off between training

speed and classification performance. In particular, resnet50 is the
one adopted in this work, in line with other contributions which

highlighted the temporal variation of the fingeprint [3], [14], [24],

while many other contributions adopt similar networks, chang-

ing a subset of its layers. The choice of resnet50 (as also discussed

in [24]) is based on an empirical verification of its performance

while considering different input configurations. Specifically, we

consider the resnet50 implemented in MatLab R2022b
®

, constituted

by 50 layers and pre-trained on the ImageNet database. The neural

network, as originally designed, cannot be used for the training

and classification of the I-Q samples, and researchers developed

different ways to modify it to fit the radio fingerprinting problem.

Indeed, resnet50 is designed to classify images from the ImageNet

dataset, thus requiring some modifications at both the input and

output layers. The input layer is usually adapted to fit raw I-Q

samples (and not images), while the output layer is changed to fit

the number of transmitters, being different from the 1000 classes of

ImageNet. Moreover, the network itself is already trained to classify

images such as dogs, cats, flowers, etc.—these being different from

the input adopted for the RF fingerprinting; therefore, the network

requires a partial re-train to expose the model to the new input.

In detail, the output layers (fullyConnectedLayer and classification-
Layer) should be re-adapted to take into account the number of

classes in the radio fingerprinting problem, i.e., the number of ra-

dio transmitters to identify. Regarding the input layers, two main

configurations have been considered: (i) input of interleaved raw

I-Q samples consisting of a vector of dimensions either 𝑁 × 1 × 1,

as in [3], or 𝑁 × 2 × 1, as in [14], and (ii) images where the input

is a matrix of size 224 × 224 × 3, where 224 × 224 is the size of the

images in the ImageNet dataset, as in [24].

In the remainder of this paper, we will consider both the ap-

proaches of raw I-Q samples and images, to compare the perfor-

mance and highlight their limitations. Figure 3 shows how we

deployed resnet50 to identify the transmitter given the I-Q samples

collected by the receiver, considering the pre-processing approaches

discussed above.

4 MEASUREMENT COLLECTION
We define measurement a continuous flow of I-Q samples between

the transmitter and the receiver. As will be clarified in the following,

we consider two types of measurements: (i) short measurements

lasting 300 seconds (5 minutes) and (ii) long-term measurements

lasting 4 days. In the remainder of this work, we refer to I-Q samples

as complex-valued data; thus, each radio sample (bit) is constituted

by one I and one Q sample. Given the availability of 6 transmitters,

we define run of measurements as the sequence of 6 consecutive
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Figure 3: The RFF process: a neural network (resnet50) is re-
adapted to fit either raw I-Q samples or images (input layers)
and to identify the correct number of radios (output layers).

measurements where the receiver is the same while the transmitter

changes every time among all the available ones. Finally, we de-

fine dataset as a sequence of several runs of measurements. All the

datasets characterized by a wireless link share the same scenario,

that is, an indoor environment where the transmitter is located 10

meters from the receiver, without the line-of-sight (nLoS). During

our measurement campaign, we collected three datasets of measure-

ments, listed below and summarized in Tab. 2. All the measurements

can be requested by email to the authors of the paper.

(1) Dataset 1 (DS1). This dataset is constituted of 78 measure-

ments, organized in 13 runs, collected by using a wired link

and power-cycling the radios (both the transmitter and the

receiver) after each measurement. We kept the same receiver

for all measurements while we changed the transmitter (us-

ing 6 different radios, in total).

(2) Dataset 2 (DS2). This dataset is constituted by 6 non-stop

measurements collected by using a wired link for 3 days for

each measurement (6 × 3 = 18 days, 265B+ samples). All the

measurements share the same receiver, while we changed

the transmitters (using 6 different radios in total, as for the

previous dataset). Given the duration of the measurements,

we had to decrease the sample rate to 256K samples per

second.

(3) Dataset 3 (DS3). This dataset is constituted by 72 measure-

ments, collected using the wireless radio link (using the

carrier frequency 𝑓 = 900Mhz) over 4 days with a distance

between the transmitter and the receiver of 10 meters. The

dataset has been collected on the ground floor of a villa

where the transmitter has been set up in the living room and

the receivers in the kitchen (no line of sight), with 2 people

randomly crossing the measurement set-up. For each day,

we collected 3 runs of measurements (6 measures each) early

in the morning, noon, and late in the evening, power-cycling

the devices in-between the measurements. To be consistent

with the other measurements, we considered the same radio

as the receiver, while we swapped the transmitters among

the 6 available radios.

Table 2: Measurements description: We collected three
datasets over wired and wireless links, lasting multiple days.

Link Sample
Rate [Msps]

Duration
[Days] Runs

Samples
per
Measurement

DS1 Wired 1 3 13 144M+

DS2 Wired 0.256 18 1 33B+

DS3 Radio 1 4 12 144M+

Note that we consider multiple transmitters, but only a single

receiver. This is done on purpose to replicate the traditional setup

adopted in the literature for RF fingerprinting. Analyzing the impact

of a different receiver on the performance of RFF solutions is out

of the scope of this contribution, as well as part of our future work.

5 THE DAY-AFTER-TOMORROW EFFECT
In this section, we first summarize the methodology followed in our

investigation (Sect. 5.1), and subsequently, we provide an in-depth

analysis of the DAT effect (Sect. 5.2). Moreover, in Sect. 5.3, we

introduce a mitigation technique for the DAT effect leveraging the

pre-processing of I-Q samples into images and, finally, in Sect. 5.4,

we deploy our solution to a real wireless radio link. In the follow-

ing, we use the qualitative terms low and high associated with the

accuracy of the classifier just for the sake of simplicity, as well

as to introduce the problem discussed in our manuscript. A quan-

titative analysis of the phenomena involving real measurements,

taken with both wireless and wired links, will be presented in the

subsequent sections to support our claims.

5.1 Methodology
This section discusses theDay-After-Tomorrow effect, i.e., a common

problem affecting all the approaches dealing with RFF presented

in the literature and mentioned explicitly in some of them, e.g., [3]

and [14]. We describe the phenomenon through real measurements,

whose logic is depicted in Fig. 4 using two experiments (E1 and E2).

We highlight that experiments E1 and E2 depict a radio link, but, in

the following, wemight consider either awireless or awired link, de-

pending on the objectives of the experiments. For both experiments

(E1 and E2), twomeasurements (red boxes) are collected. During the

first experiment (E1), the measurements (M1 and M2) are taken on

two different days (Day 1 and Day 3). In contrast, during the second

experiment (E2), only one measurement is taken (one red box) and

then split into two chunks (blue boxes), M3 and M4 respectively,

taken on Day 1 without interrupting the measurement process.

For both experiments, we use one measurement to train a neural

network model, i.e., M1 in E1 and M3 in E2, while we consider the

second measurement for testing, i.e., M2 in E1 and M4 in E2. We

refer to the Day-After-Tomorrow (DAT) effect as the phenomenon

where the first experiment E1 is characterized by low classification

accuracy compared to the second experiment E2, which experi-

ences a high classification accuracy. This is a well-known effect in

the literature, reported by recent authoritative contributions such

as [3] and [14], to name a few. Such works explain the DAT effect

by referring to the unpredictability of the wireless radio channel

and its associated phenomena, e.g., multipath and fading. We high-

light that the DAT effect significantly hinders the deployment of
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Accuracy
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M3: Training M4: Testing

Figure 4: The Day-After-Tomorrow effect is constituted by
two experiments (E1 and E2): training a model on a mea-
surement (M1) taken one day (DAY 1) and then testing on a
measurement (M2) taken on another day (DAY 3) gives low
accuracy performance. Conversely, training and testing on
chunks (M3 andM4) taken from the samemeasurement (DAY
1) gives high accuracy performance.

radio fingerprinting techniques in any real-world scenarios since

the model trained at a specific time cannot be effectively re-used in

the future without reporting significant performance loss. While

we acknowledge the impact of the radio channel in the fingerprint-

ing process, in the following, we formulate a different hypothesis

rooted in real experiments involving both wireless and wired links.

Our intuition is that the loss of performance described above is

not caused by the channel variations only—although the channel

might play an important role—but by another phenomenon, i.e.,

the power cycle of the radios in-between the measurements used

for the training and the testing tasks.

Definition 1. We define power cycle as the process involving the
software (re-)initialization of the radio. This takes place by applying
the power-off/power-on of the radio.

Figure 5 summarizes the experiments we conducted to expose

the phenomenon described above. Although the experiments depict

a radio link, in the following, we might consider either a wireless or

a wired link depending on the objectives of the experiments. Specif-

ically, we consider two additional experiments (E3 and E4): during

E3, two measurements (M5 and M6) are collected by power-cycling

the transmitter and the receiver in-between the measurements,

i.e., switching off and on the radios. We stress that M5 and M6

are taken one immediately after the other, i.e., very close in time,

by only switching off and on the radios (power-cycling). We use

M5 for training and M6 for testing. We observed a low classifica-

tion accuracy for both the wireless and the wired scenario. Finally,

we consider another experiment (E4) constituted by a long mea-

surement (spanning 3 consecutive days) where no power cycle is

performed in between the measurements. From this experiment,

we extract two chunks, i.e., M7 and M8. When considering M7 for

training and M8 for testing, the resulting classification accuracy is

high. In the following sections, we also show that it is possible to

mitigate this phenomenon and significantly increase the classifica-

tion accuracy for measurements separated by a power cycle (E3).

DAY 1 DAY 2 DAY 3

DAY 1 DAY 2 DAY 3

E3

E4

Low 

Accuracy

High 

Accuracy

M5: Training M6: Testing

M7: Training M8: Testing

Figure 5: The power cycle problem: consecutive measure-
ments (M5 and M6) experiencing similar channel conditions
achieve low classification accuracy if radios are power cycled
in-between the measurements. Conversely, a long-lasting
measurement (E4) experiencing very different channel con-
ditions achieves high accuracy if the two chunks (M7 andM8)
are from the same measurement, i.e, they are not separated
by a power cycle.

This is achieved by pre-processing the I-Q samples and converting

them into images, adopting these later ones as the input to the CNN.

5.2 DAT: In-depth analysis
The vast majority of the literature explains the DAT effect with the

unpredictability of the radio channel, considering the changes that

affect the environment surrounding the transmitter and receiver. As

an example, we consider Fig. 6, consisting of 7 sub-figures (100, 000

I-Q samples each) taken from subsequent chunks in an actual radio

measurement. Fig. 6(a) and (g) represent the steady state, before and

after the perturbation event, that is, a person walking close to the

radio link. It is worth noting that the I-Q samples, and therefore the

transmitter’s fingerprint, are strongly affected by the considered

event. This is evident when looking at the figures from Fig. 6(c)

to (e), and in particular, Fig. 6(d), showing a set of I-Q samples

completely different from the ones at steady state, i.e., Fig. 6(a)

and (g). Phenomena such as the one in Fig. 6(d) completely change

the I-Q displacement at the receiver, making the retrieval of the

fingerprint (almost) impossible. To discuss in more depth the DAT

effect and its causes, we consider a wired link between radios.

We consider this scenario as it excludes any dependencies on the

multipath and other effects due to RF propagation while keeping

the noise due to the communication channel at a minimum. We

will extend our results to the RF link in Sect. 5.4.

power cycle. We consider the dataset DS1 (from Section 4), and

we run the experiment E1. Given the 13 runs of DS1, we randomly

choose an increasing subset of the runs for the training process

(from 1 to 12) and only one run (for all the considered cases) for

testing—the testing run is always mutually exclusive with respect

to the runs constituting the training set. We repeated this procedure

20 times. Figure 7 shows the results of our experiments considering

a CNN structure similar to the one of [3] and [14], i.e., ResNet50,
providing as input raw I-Q samples in the form 𝑁 × 1. Figure 7(a)
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Figure 6: The effect of multi-path to the transmitter-receiver link across seven time windows. Compared to an ideal (static)
scenario (Figs. (a), (b), (f), and (g)), the shape of the I-Q samples at the receiver (modulated through the BPSK scheme), is
significantly affected (see Figs. (c), (d), and (e)) when an event is affecting the scene, e.g., moving objects.

shows the accuracy of the classifier when the training process is

exposed to an increasing number of runs, i.e., from 1 to 12. For

each considered number of runs in the training process, the central

mark in the box plots indicates the median value, while the bottom

and top edges of the box indicate the percentiles 0.25 and 0.75,

respectively. The whiskers extend to the most extreme data points

not considered outliers, and the outliers are plotted individually

using the “+" marker symbol. The solid red line represents the mean

value of the accuracy samples. The accuracy spans approx. between

0.3 and 0.6 (on average) while being characterized by a relatively

high variance (≈ 0.3). These results are consistent with the ones

reported in [3], where the authors considered the same scenario

(wired) and a similar neural network structure. We stress that all

the measurements have been taken by power-cycling the radios

(both the transmitter and the receiver) every time (E1). Thus, the

low performance of the classifier cannot be attributed to the radio

channel unpredictability—indeed, we are using a cable, attenuating

the dependency on the RF channel propagation. For the sake of com-

pleteness, we report recall and precision considering the average

value (solid red line), and the region comprised between quantile 10

and 90. Finally, black circles represent the actual outcomes of each

specific experiment. Finally, we highlight that Fig. 7 is also taking

into account experiment E3. Indeed, since the 13 runs of DS1 are
collected over 3 days, i.e., 3 on the first day, 5 on the second one, and

finally, 5 on the third one, there are high chances to have adjacent

measurements (one after the other, like in E3) when considering a

high number of runs, e.g., 12 runs. Thus, Fig. 7 captures two distinct

phenomena: (i) when the number of runs is small (left side of the

x-axis), the training and testing are likely performed on datasets

that are temporally far away from each other (E1); and (ii) consid-

ering the right part of the x-axis, the training and testing are more

and more likely to be temporally close each other (E3)—still being

separated by a power cycle. Both experiments (E1 and E3) confirm

that the power cycle strongly affects the classifier performance.

No power cycle.We now consider DS2, i.e., the long measure-

ments over 3 days, and the same methodology as before. We run

experiments E1 and E2 over the long measurements to investigate if

the performance of the classifier is affected by either the power cy-

cle (absent) or the temporal distance between two chunks extracted

from the measurements. To this aim, we split the 3-day measure-

ments into 10 chunks, obtaining a total of 60 chunks. Starting from

6 measures characterized by the same receiver and 6 different trans-

mitters (recall the general set-up from Fig. 1), we randomly selected

one or more chunks (up to 9) for training and one for testing (not

belonging to the training set). Figure 8 shows the accuracy (quan-

tiles 0.25, 0.75, median, and outliers) of the classifier based on the

resnet-50 network. The differences between Fig. 7(a) and Fig. 8

are striking: given the same scenario, i.e., a wired link between

the transmitter and the receiver, the different performance of the

classifier are due to how the measurements have been collected. If

the measurements adopted for training and testing are separated

by a power cycle, the performances of the classifier are negatively

affected (Fig. 7(a)); conversely, if the training and testing datasets

are not separated by a power cycle, the fingerprint is consistent and

can be identified with overwhelming probability (Fig. 8). Finally,

Fig. 9 provides the normalized confusion matrix considering all the

experiments performed for Fig. 8: it is worth noting that only about

1% of the samples are misclassified.

Wrap-up. Although we acknowledge that the radio channel

variations affect the fingerprinting process, we showed that the

power-cycling of the radio plays a major role, as well. Indeed, while

common knowledge assumes that low classification accuracy is due

to different channel conditions between the measurement adopted

for training and the one for testing (Experiment E1 in Fig. 4), we

proved that two consecutive measurements are affected by the same

effect when a power cycle is performed in-between (Experiment E3

in Fig. 5)—we observed this phenomenon by considering a wired

link, so being independent of the multipath fading. Moreover, we

also confute the common assumption that measurements taken

during the same day (Experiment E2 in Fig. 4) do not suffer the

DAT effect, due to the high correlation of the experienced radio

channels. Indeed, by considering experiment E4 in Fig. 5, the two

chunks (M7 and M8) are separated by a long time but still allow a

high classification accuracy due to the absence of the power cycle

between M7 and M8.

5.3 DAT mitigation
In this section, we introduce a possible solution to mitigate the

DAT effect through a dedicated pre-processing of the I-Q samples.

Our intuition is rooted in the observation that raw I-Q samples

are too noisy, even when considering controlled scenarios (wired).
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Figure 7: Experiment E3, wired scenario, and raw I-Q samples: the power cycle affects the performance of the classifier in terms
of Accuracy (a), Recall (b), and Precision (c). The number of runs (with a power cycle in between) considered for the training
process does not affect the performance.
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Figure 8: Experiment E4, wired scenario, and raw I-Q samples.
The absence of power cycles boosts the performance of the
classifier although the runs have been taken on different
days. Note how the number of runs considered in the training
process does not affect the performance of the classifier.
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Figure 9: Experiment E4, wired scenario, and raw I-Q samples.
The confusion matrix shows outstanding performance for
all the considered devices.

Therefore, we consider a de-noising technique based on the spatial

and temporal averaging of the I-Q samples. Inspired by [24], we

propose a modified pre-processing technique as depicted in Fig. 10.

Our methodology considers raw I-Q samples as input from the mod-

ulated signal, in this case, BPSK. The raw I-Q samples are mainly

organized in two clouds, i.e., one cloud represents the bits equal to 1,

while the other cloud represents the zeros—similar considerations

can be extended for more complex modulation schemes. The first

step consists of defining a chunk size to process the I-Q samples:

we consider a chunk size equal to 100, 000 I-Q samples, already

taken into account in [24]. The subsequent step differentiates from

the reference approach by splitting the original chunk into two

chunks containing the left and right clouds, respectively. We trim

each cloud and compute a bi-variate histogram, by dividing the I-Q

plane into 224 × 224 tiles (the size of the images to be used as input

to the resnet50 network). Then for each tile, we count the number

of received I-Q samples. Contrary to [24], we consider three layers

for the generation of the images, i.e., one layer for each primary

colour component (red, green, and blue). Therefore, assuming an

image constituted by a three-layer matrix, i.e., [224 × 224 × 3] (one
layer for each primary colour), and the pixel value between 0 and

255, we assign each value of the tile through the following rule.

• 0 ≤ 𝑥𝑇 ≤ 255, then 𝑝𝑅 = 0, 𝑝𝐺 = 0, 𝑝𝐵 = 𝑥𝑇 ,

• 256 ≤ 𝑥𝑇 ≤ 511, then 𝑝𝑅 = 0, 𝑝𝐺 = 𝑥𝑇 − 255, 𝑝𝐵 = 255,

• 𝑥𝑇 > 511, then , then 𝑝𝑅 = 𝑥𝑇 − 510, 𝑝𝐺 = 255, 𝑝𝐵 = 255,

where 𝑥𝑇 represents the value of the tile from the bi-variate his-

togram, while 𝑝𝑅, 𝑝𝐺 and 𝑝𝐵 are the pixel values, i.e., red, green and

blue, respectively. Finally, we observe that if 𝑥𝑇 > 767, it is clipped

to 767—this issue can also be controlled by properly adjusting the

chunk size. We stress that the boundaries of 𝑥𝑇 are derived from

pixel values. Since the pixel value is comprised between 0 and 255,

we attribute the colors red ([0, 255]), green (256 + [0, 255]), and blue

(256*2 + [0, 255]) as functions of such boundaries. In fact, the output

of the bivariate histogram is assigned to a color according to the

interval defined previously. Figure 10 summarizes the image gener-

ation process considering the three image’s components, i.e., red,

green and blue. Note that the mentioned modification compared
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Figure 10: Our solution to mitigate the DAT effect: I-Q samples are pre-processed to generate images.

to the solution in [24] improves the ability of the CNN to adapt

to multiple power cycles of the devices. Moreover, as previously

demonstrated [24], converting raw I-Q samples to images is a smart

way to average input data over time and space. Previous works have

already proved that the (unavoidable) loss of information caused

by such techniques does not significantly affect the classifier per-

formance while it mitigates the noise. Indeed, random noise can

be filtered out by averaging over time and space: I-Q samples are

considered per groups (tiles) in the bivariate histogram.

PowerCycle.Wenow reconsider the Dataset 1 (DS1) from Sect. 4

and experiments E1 and E3 from Fig. 4 and Fig. 5, respectively.

Moreover, we repeated the same experiments as we did before

(Fig. 7) by only considering the different procedure presented in

Fig. 10, i.e., we considered the images as input to the CNN in place of

raw I-Q samples. Figure 11 shows the accuracy, recall and precision

associated with our tests. We considered an increasing number of

randomly chosen runs, from 1 to 12, for the training process, and

we tested each configuration 20 times. For the testing, instead, we

considered only one run (random and disjoint from the training

set). The performance of the proposed classification methodology is

much better compared to the ones of raw I-Q samples adopted by [3]

(recall Fig. 7). Indeed, when training with 5 randomly chosen runs of

measurements, the accuracy is higher than 0.9 while it is about 0.35

when considering raw I-Q samples. Moreover, exposing the model

tomore andmore runs significantly increases the performance—this

is not happening when considering raw I-Q samples. Finally, recall

and precision metrics, reported in Figs. 11(b) and (c), confirm the

quality of our proposed classification algorithm when considering

false negatives and false positives, respectively.

5.4 Real scenario: radio link
In this section, we consider a real scenario constituted by the mea-

surement set-up considered in Fig. 1, with a wireless link working

at the frequency 𝑓0 = 900𝑀𝐻𝑧. In this context, we compare the

performance of the classifiers considering raw I-Q samples ([3])

and images from dataset DS3, as described in Sect. 4. We recall

that the measurements in DS3 have been taken to expose as much

as possible the DAT effect: indeed, each measurement lasts for 5

minutes and it is collected at random for 4 days, with several power

cycles in-between. Figure 12 shows the comparison between the

raw I-Q samples and the images when considering resnet50 and
dataset DS3. We adopted the same methodology described before,

selecting from 1 to 11 runs for training and a random run for testing,

disjoint from the training set. Each black circle and cross in Fig. 12

represents the outcome of a training/testing process for the images

and raw I-Q samples, respectively. The shaded green and red areas

refer to the quantiles 0.2 and 0.8 calculated on the measured accu-

racy for both the images and raw I-Q samples. Finally, the solid

red and green lines interpolate the accuracy outcomes from the

raw I-Q samples and the images, respectively. We observe that the

performance of our proposed image-based technique outperforms

those of raw I-Q samples, i.e., the green shaded area is always well

on top of the red one, with a minor overlapping area in the region

comprised between 1 and 10 runs. We also highlight the variance

associated with the accuracy: raw I-Q samples are characterized

by a very high variance (≈ 0.6) independently of the number of

considered runs. This is a critical issue for the repeatability of the

experiments when adopting raw I-Q samples: in many cases, single

runs based on raw I-Q samples might experience high accuracy, e.g.,

higher than 0.8, leading to exceptional claims about the feasibility

of using such a technique for fingerprinting. However, a systematic

replication of the training/testing procedure exposes the issue of
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Figure 11: Experiment E3, wired scenario, and raw images: the power cycle affects the performance of the classifier in terms of
Accuracy (a), Recall (b), and Precision (c) when the number of runs (with a power cycle in-between) is low as per Fig. 7. When
the number of runs increases, the performance is much better (> 0.9 on average) when using images as input of the classifier.

flat (and poor) performance, which is (almost) independent of the

training set size. Images (shaded green area) behave much better.

The average accuracy spans between ≈ 0.6 and ≈ 0.85, depending

on the training set size, and our results indicate that extending the

training process to a higher number of runs might increase the

performance even more. Moreover, we observe that the variance

associated with the results is still an issue: even assuming the best

configuration (high number of runs), the variance associated with

the accuracy is ≈ 0.2, although it decreases when more data is

considered for training. In our vision, such a variance might be still

relatively high for many real-life applications, requiring smaller

confidence. At the same time, we observe that the usage of our

technique based on images significantly improves the performance

of the RFF process, taking a significant step toward the deploy-

ment of RFF techniques in the wild. Finally, we acknowledge that

the DAT phenomenon still affects the classification process even

when pre-processing I-Q samples into images. In this context, our

work shows that techniques based on raw I-Q samples analysis are

less robust to power-cycling, whereas solutions based on images

generated from I-Q samples have the potential to overcome such

an issue, showing promising results. For the sake of completeness,

we also report the performance of other DL networks with higher

complexity, which require a longer training time. We considered 10

runs and two networks, i.e., inceptionv3 and inceptionresnetv2, and
experienced an average accuracy of 0.89 and 0.89 with variances

of 0.013 and 0.010, respectively. Thus, further research is likely

required in this area to increase accuracy while reducing associated

variance. However, to the best of our knowledge, this manuscript

is the first to perform a systematic analysis of the DAT effect and

demonstrate experimentally the impact of devices’ power cycle on

the accuracy of RFF techniques.

6 WRAP-UP AND DISCUSSION
Following the in-depth investigation described in Sect. 5, the DAT

effect can be re-defined and summarized as the twist of performance

affecting the RFF process when the samples used for the training

and testing datasets do not belong to the same measurement. A
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Figure 12: Comparison of raw I-Q samples and images on
measurements taken on a wireless link with power cycle.

common (and accepted) explanation involves the wireless chan-

nel variability, i.e., different measurement times involve a different

radio channel, thus causing different performance. The investiga-

tion carried out in this work proves this to be a partial (and in

some cases ineffective) explanation of the problem. Although we

acknowledge the impact of channel variability, we identified the

power cycle of the radios as the main cause of performance loss.

This phenomenon is independent of the status of the radio channel

and detrimental to the identification of the transmitter, also con-

sidering measurements very close in time, and thus experiencing

the same channel conditions. Although some authors have already

observed it (e.g., [3] and [14]), to the best of our knowledge, no

one has previously provided a detailed analysis of the DAT effect,

shedding a light on its causes and possible mitigation strategies. In

our manuscript, we first reproduced the DAT effect in a controlled

scenario (a wired link between the transmitter and the receiver),
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by power-cycling the radios under test. Indeed, the power cycle

changes the fingerprint enough to significantly reduce the accuracy

of the identification process—halving its accuracy in many cases.

The DAT effect disappears when considering the same measure-

ment set-up, but taking chunks of data from a long measurement

not being affected by a power cycle. In this scenario, standard tech-

niques (adopting raw I-Q samples) easily achieve an accuracy close

to 1. These findings show that the DAT effect exists independently

of the wireless channel, providing new information on the current

state of the art. The causes behind the fingerprint’s change are

likely linked to the software re-initialization affecting the SDRs af-

ter a power cycle. Indeed, at a high-level, SDRs involve mainly two

blocks: (i) the FPGA and (ii) the radio-frequency (RF) module. The

former (FPGA module) implements the network interface drivers,

the data flow command and control, the decimation/interpolation,

and finally, the digital up/down conversion (DUC/DDC), while the

latter (RF module) implements the analogue transmission of the

signal. An important intermediate block between the FPGA and

the RF module performs the analogue-to-digital (ADC)/digital-to-

analogue (DAC) conversion of the signal. We believe that the power

cycle might affect the internal parameters of those blocks, changing

the behavior of the radio at the physical-layer.

DAT analysis. The DAT effect refers to the change of the RFF of

a device over time, leading to a significant performance drop of the

classifier when training and testing on measurements taken across

different days. The DAT effect sums up different factors, such as

different signal processing techniques [6], non-linear characteris-

tics of power amplifiers that depend on the average output [19],

heat dissipation and device temperature [25], and clock skews [38].

Nevertheless, we proved that the devices’ power cycle significantly

affects the performance as well—this being a major cause, since in

our analysis we excluded channel impairments and local oscillator

drifts (the radios have been calibrated before each measurement),

while making our analysis and the associated parameters consistent

with other recent work. Finally, we believe that the software nature

of the SDR—being used as the receiver in all related works—can in-

troduce random artifacts into the data collection process every time

they are power cycled, thus preventing transmitter identification.

Limitations. Our analysis involved only specific radios, that is,

USRP Ettus X310, and we cannot infer the impact of the DAT effect

on other devices. However, our analysis is in line with the findings

of the authors in [3], where they observed the same phenomenon

considering 20 USRP N210 and USRP X310. Similarly, the authors

in [14] observed the phenomenon considering USRP B210 and 25

Pycom Lora-enabled devices. Therefore, we are confident in the

general validity of our results. Finally, we are confident that the

DAT effect has been observed by many other researchers, but since

its cause can be easily attributed to the wrong source (channel

variability), it did not receive the attention it deserves.

Robustness to Spoofing Attacks. Recent scientific contribu-
tions, such as [24], experimentally investigated the robustness of

RF fingerprinting techniques against spoofing attacks. They found

that, independently of the chosen approach (being either raw I-Q

samples or images), an attacker can defeat RF fingerprinting solu-

tions if it injects less than
𝑁
2
samples into the flow of the samples,

being 𝑁 the number of I-Q samples adopted to create an image.

The findings reported in our manuscript are orthogonal to these

considerations in spoofing attacks. Indeed, in line with the current

literature and considering the approach presented in Sect. 5.3, ad-

versaries injecting less than
𝑁
2
samples (𝑁 = 100, 000) are likely not

to be detected. However, it should be noted that assuming the same

number of I-Q samples of competing solutions, such as [3] and [14],

our proposed DAT mitigation strategy achieves significantly higher

accuracy. In fact, our proposed solution requires fewer I-Q samples

to generate reliable RF fingerprinting solutions, thus reducing the

maximum number of I-Q samples that an adversary can inject with-

out being detected. In this context, we also highlight that, at the

time of this writing, adversaries have been able to inject only fully-

formed packets (either replayed or fully-crafted), while on-the-fly

modification of I-Q samples emitted by legitimate transmitters is

out of the technological capabilities of currently-available hardware.

Therefore, RF fingerprinting solutions are considered effective and

robust mainly when applied to high-bandwidth communication

links, such as WiFi. For other communication technologies, for ex-

ample, Internet of Things (IoT) protocols involving low data-rates,

RF fingerprinting should only be considered as an additional layer

of security and coupled with other cryptography-based solutions.

7 CONCLUSION AND FUTUREWORK
A critical aspect in the successful deployment of Radio Frequency

Fingerprinting for physical-layer device authentication is to im-

prove its reliability and robustness. In this paper, we have identified

and characterized a new factor that affects the performance of RFF,

that is, the power cycle of the devices under test. Our results show

that power cycling the radios has a negative impact on the per-

formance of RFF. To mitigate such an issue, we used a technique

based on pre-processing raw I-Q samples collected at the PHY layer.

The samples are transformed into images and fed into a ResNet
Convolutional Neural Network. Through a comprehensive perfor-

mance evaluation, we have shown that such an approach mitigates

the impact of both power-cycling and wireless channel fluctua-

tions, resulting in an average classification accuracy of 0.85. This

is a significant improvement compared to the average accuracy

of approximately 0.5 obtained using state-of-the-art techniques

based on raw I-Q samples. However, the variance observed in our

results (smaller than competing solutions) suggests that a larger

dataset may be necessary to achieve more reliable testing results.

Our future work will focus on evaluating the performance of our

technique with additional communication technologies, devices,

networks, and its associated parameters, as well as its robustness

to distance and noise, while also considering the power cycle of

either the transmitter or the receiver (independently).
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